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Abstract

As the production of and reliance on datasets to produce automated decision-
making systems (ADS) increases, so does the need for processes for evaluating
and interrogating the underlying data. After launching the Dataset Nutrition Label
in 2018, the Data Nutrition Project has made significant updates to the design and
purpose of the Label, and is launching an updated Label in late 2020, which is
previewed in this paper. The new Label includes context-specific Use Cases Alerts
presented through an updated design and user interface targeted towards the data
scientist profile. This paper discusses the harm and bias from underlying training
data that the Label is intended to mitigate, the current state of the work including
new datasets being labeled, new and existing challenges, and further directions of
the work, as well as Figures previewing the new label.

1 Introduction

Automated decision-making systems (ADS) are increasingly used to make rapid and broad decisions
about people [6, 15, 16], creating the possibility of negative unintended consequences that often
affect the very communities that are already marginalized, underserved, or underrepresented [7, 3].
The assumed neutrality of technical systems, combined with “black-box” opacity in some cases, can
prevent interrogation into possible biases of the system, leading to unchecked and potentially harmful
decision-making [10]. Building on work that started in late 2017, The Data Nutrition Project has
spent the past year redesigning and improving the concept, design, depth, and utility of the Dataset
Nutrition Label. This short paper offers an overview of the current state of the work, including:
a) the motivation and need for this work, b) updates to the label, including specific methodology,
design, and current datasets under analysis, and c) related work, areas of further development, and
new challenges that have arisen. This paper also includes some figures from the second generation of
the Label, which is scheduled for release in late 2020.
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2 Motivation

A growing awareness of the possible potential harms or biases caused by ADS, driven in part
through high-profile, high-visibility incidents, has motivated conversation about our responsibility as
technologists to understand potential sites of bias and use these insights to build better systems.

An often-overlooked site of harm is the data that is used to train the model itself. Problematic,
incomplete, or otherwise biased datasets used to train ADS will cause the model to replicate the very
issues found in the training dataset. With vast amounts of raw data becoming increasingly available
globally [8], understanding or ’sense-making’ of the data becomes critical as data practitioners share
and reuse ‘found data’ with insufficient documentation: either none at all, incomplete, or provided
within the context of a domain’s epistemic norms [18], which can be unfamiliar to data practitioners
[17, 23]. Additionally, there is no global agreement on standards when it comes to dataset quality
investigation, and this is exacerbated by the ‘move fast’ culture endemic in the tech industry that
often prioritizes rapid deployment above all else [19].

3 Current State of the Work

With an aim of mitigating harms caused by automated decision-making systems, The Dataset Nutrition
Label tool (hereafter referred to as ‘the Label’) enhances context, contents, and legibility of datasets.
Drawing from the analogy of the Nutrition Facts Label on food, the Label highlights the ‘ingredients’
of a dataset to help shed light on how (or whether) the dataset is healthy for a particular algorithmic
use case.

The first generation of the Label (2018) introduced a diagnostic framework that provided a distilled
overview of a dataset before ADS development, presented in a flexible ‘modular’ fashion, such that
the Label could be adjusted for relevance across domains and data types [11]. The first prototype, built
on ProPublica’s Dollars for Docs dataset [26], highlighted a number of qualitative and quantitative
modules as examples of Label content.

Since the launch of the Label, The Data Nutrition Project team solicited feedback from data practition-
ers including dataset owners, data scientists, data analysts, product managers, among others. Some of
the main points of feedback included: a) A single static dataset Label cannot be relevant to everyone
using that dataset, due to innumerable use cases of ADS built on that data; b) Many data scientists
want to do the ‘right thing’ when it comes to addressing issues in data, but often don’t have the
time or expertise, or an available tool, to identify the relevant information; and c) Data practitioners
evaluating datasets often have a particular use case in mind for the dataset, and are thus looking for
specific issues relating to their intended use rather than browsing general information. These insights
are also reflected more broadly in the literature as a shift towards the ‘contextualization’ of artificial
intelligence [17] and the need for frameworks that are ‘personalized’ [25]. Reflecting this awareness,
the second generation of the Label presents the dataset in a novel graphical user interface (GUI) that
promotes relevant, targeted information based on a selected Use Case.

3.1 The Second Generation Dataset Nutrition Label

The second generation of the Label is presented in a novel, interactive, web-based GUI with three
distinct panes of information: the Overview, Use Cases Alerts, and Dataset Info panes. This redesign
was as a result of interviews and feedback from data scientists and other practitioners who clearly
stated the need for insights centered around intended use: the dataset selection process generally
begins with a business or research question, and the evaluation of the dataset happens within the
context of that question. The redesign of the Label thus aims to balance general information alongside
known issues and relevant information for a particular Use Case, and includes:

• The default Overview pane, which presents an at-a-glance set of modules about the dataset
(figure 1, which shows the prototype Label for the COVID Tracking Project dataset)

• The Use Cases Alerts view, which allows a user to select the intended Use Case for the
ADS or model being trained on the data (figure 2). Once a Use Case has been selected,
the user is prompted to choose a Prediction, which is the mathematical method or strategy
employed in order to address that Use Case. This then triggers the display of flagged
information (Alerts and FYIs) that are specifically relevant to the selected Use Case and
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Prediction. The three-point color scale on Alerts indicates whether a mitigation strategy
is known. The FYI content is coded Green as an indication that there is no mitigation
necessary; this is just information that could be useful to the practitioner.

• The third and final view of the Label is the Dataset Info pane, which is a qualitative
overview of the dataset broken into several categories: Description, Composition, Prove-
nance, Collection, Management (figure 3). For this view, we have pulled many questions
directly from the thorough and thoughtful work of the Datasheets for Datasets project
[9], with some modifications based on additional frameworks from AI Global, data.world,
DrivenData, and feedback from colleagues at the Department of Education, Memorial Sloan
Kettering, and SafeGraph. The purpose of this view is to provide more traditional qualitative
documentation for data practitioners to consult. Based on the responses to the questions,
much of the content also appears as Alerts or FYIs and highlighted on the Use Case / Alerts
pane (Section 2, above).

3.2 Prototypes and Dataset Collaborators

The Data Nutrition Project is currently working with several collaborators on the second generation of
the Dataset Nutrition Label. In particular, we are working on three Labels: 1) The COVID Tracking
Project US state level data (The Atlantic) [2]; 2) Evictions and housing complaint data for New York
City (JustFix.nyc) [14]; 3) Melanoma image datasets ISIC 2018 [12] and ISIC 2020 [13] (Imaging
Informatics Group at Memorial Sloan Kettering). All of these Labels will be made public on the Data
Nutrition Project website at www.datanutrition.org

4 Related Work, Challenges, Further Directions

4.1 Related Work

In the last few years, the emerging field of ethical artificial intelligence has shifted towards a
principles-based framework to provide a path towards defining, building and deploying ’trustworthy
AI’. In ethical AI documents, the principle of transparency is especially prevalent; other principles
include justice, fairness, non-maleficence, responsibility, and privacy, among others [28, 22]. Under
the banner of increased transparency, there are a number of initiatives and an ever-growing list of
tools deployed towards the mitigation of bias in ADS. Broadly speaking, these tools aim to provide
transparency at the system, model, and data levels [29].

At the system level, related work includes guidance around managing complex build systems. Exam-
ples include internal audit frameworks [27], which aim to provide scaffolding for risk management
across siloed departments or roles. Several interventions have been researched and deployed at the
model level, both within industry [20, 1] and at the government level [4]. There are also automated
tools built to programmatically assess or perturb algorithms, such as TRIPOD [21]. Finally, there
are several related projects in the dataset transparency space, including the manually-generated
Datasheets for Datasets work which our project leverages [9], data statements [30], and several
automated tools [31, 23]. The Dataset Nutrition Label provides transparency at the dataset level
in a semi-automated fashion, with a strong novel emphasis on an interaction model that prioritizes
relevant known issues based on a practitioner’s chosen Use Case. We focus on usability in order to
make our Label actionable and immediately useful within a common data scientist’s workflow.

4.2 Challenges

While the second generation of the Label addresses some of the particular limitations of the original
Label (see Section II), it also introduces some additional challenges. These challenges are enumerated
below.

• Labels on changing datasets. It is nontrivial to create a Label that remains relevant for
a continually changing dataset. We address this in two ways: 1) Our Labels include a
‘Date’ field so that their applicability can be contextualized to the time at which they were
produced; and 2) much of the Label content is agnostic to data changes, so long as the Use
Cases and the structure of the dataset itself has not changed (i.e., adding new columns).
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• Proprietary Datasets. For ease of build, the DNP team leveraged open datasets to produce
the second set of Label prototypes. However, this process requires that a third party (DNP)
be able to access the data in order to build the Label. To mitigate this in the future, we are
considering automated frameworks for Label generation.

• Qualitative vs. Quantitative. Based on feedback about the importance of context, the second
generation of the Label explores the generation of qualitative information about the dataset
rather than the quantitative modules explored in the first generation. For future versions of
the Label, we will likely focus on reintegrating quantitative measures as additional modules.

4.3 Further Directions

The new Labels (second generation) and expanded methodology paper are scheduled for release in
December 2020. Planned work in 2021 includes: building additional Labels, creating a front-end
form-like tool and ingestion engine for more streamlined production of the Labels, and building a
Label comparison user interface that enables the comparison of datasets for a particular use case.
The team will also be seeking feedback on the second generation of the Label from stakeholders. As
was the case with feedback on the 2018 Label Prototype, this feedback will serve in continuing to
improve the Label for various dataset domains and stakeholders.

5 Conclusion

ADS are trained to be opinionated, decision-making systems; as such, they will always exhibit some
form of bias. Each decision made during the course of ADS development - from the original business
use case to the dataset selection and model training process - further biases the algorithm towards
an intended outcome. The goal, therefore, is to understand and manage that bias since complete
elimination of bias is not realistic (nor is it desired), and instead to mitigate and minimize harms that
may arise from the decisions made by the algorithm or system [5, 24]. Through the Dataset Nutrition
Label, Data Nutrition Project team is committed to continuing to advance this important area of ADS
development through well designed, carefully vetted, and context-aware Labels that help mitigate
harm while also improving public understanding of the risks and opportunities of working with ADS,
and with particular focus on their underlying data.
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Figures

Figure 1: The Overview pane for the COVID Tracking Project dataset

Figure 2: The Use Cases / Alerts pane for the COVID Tracking Project dataset

Figure 3: The Dataset Info pane for the COVID Tracking Project dataset

Broader Impact

As stated in the main body of the paper, the anticipated broader impact of this work includes the
following:

• Who may benefit from this research. The intended recipients of this work are manifold: from
the data scientists and practitioners building models on datasets, students and researchers
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interested in interrogating, understanding, and building more ethical ADS, and, most im-
portantly, vulnerable, marginalized, or otherwise mis-represented populations that are often
harmed by lack of (or incomplete) representation in underlying training data.

• Who may be put at disadvantage from this research. This research is intended to mitigate
some of the harms caused by infelicities or other issues in underlying data. However, as
indicated in the New Challenges addressed in the main paper, there may still be concerns
about identifying every possible use case and thus identifying harms caused by Use Cases
that are not addressed on the Label. As many of the possible harms that we are identifying
and intending to mitigate are emergent, particularly in the case of new and frequently
changing data, as is the case with Covid-19 data, it is possible that only future versions of
the work will address issues that we have not yet identified, or that will not immediately
emerge. Since the Label is in English, those who do not have command of the English
language may also not be able to benefit from this work.

• What are the consequences of failure of the system? As outlined in the main body of the
paper, if the Label were used incorrectly, or if it does not identify possible Harms for the
Use Cases specified, or if the Label were intentionally misused to “ethics-wash” a dataset
with known issues (this is not possible with the current version of the Label but might be
possible in future versions), this would be considered a failure of the system.

• Whether the task/method leverages biases in the data. The DNP Method specifically intends
to mitigate harms caused by biases in data. So this work it only leverages biases in the
central goal of the work, which is to identify and help mitigate the problems with bias in
datasets.
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