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Abstract

We use new algorithmic techniques to automatically identify numerous label errors
in the test sets of ten of the most commonly-used computer vision, natural language,
and audio datasets. Errors are widespread: validated using human studies, we
estimate an average of 3.4% errors across ten datasets ', where for example 2916
errors comprise 6% of the ImageNet validation set. In a case study on ImageNet,
we find that label errors do not corrupt current benchmarks. Unexpectedly, we find
a use for erroneously labeled test data: as a “honeypot” for reliable benchmarking
of generalization accuracy. Independently, in both ImageNet and CIFAR-10, pre-
trained classifiers exhibit a negative correlation in performance on corrected labels
versus performance on original (erroneous) labels on the validation set, with lower
capacity models (e.g. ResNet-18) out-performing more expressible models (e.g.
NasNet), suggesting that this honeypot technique may measure overfitting.

1 Introduction

Large, labeled data sets have been critical to the success of supervised machine learning across the
board in domains such as image classification, sentiment analysis, and audio classification. Labeled
data is usually equated with ground truth. However, this is a fallacy, because datasets can have errors.
The processes used to construct datasets often involve some degree of automatic labeling or crowd-
sourcing, techniques that are inherently error-prone. Even with controls for error correction [ 14, 35],
errors can slip through. Prior work has considered the consequences of noisy labels, usually in the
context of learning with noisy labels in the train set, and with algorithmic findings validated through
experiments with synthetic label noise. Past research has concluded that label noise is not a major
concern, because of techniques to learn with noisy labels [25, 22], and also because deep learning is
believed to be naturally robust to label noise [28, 30, 12, 19].

However, label errors in fest sets have a different set of potential consequences. Researchers
rely on benchmark test datasets to evaluate and measure progress in the state-of-the-art and to
validate theoretical findings. If label errors occurred profusely, they could potentially undermine the
framework by which we measure progress in machine learning. Error-free test set accuracy is needed
— we want to know how ML models perform in practice, not how well they predict erroneous labels.

We present the first study that systematically analyzes the prevalence of label errors across ten
commonly-used datasets across computer vision, natural language processing, and audio processing.
Unlike prior work on noisy labels, we do not experiment with synthetic noise but with naturally-
occurring errors. Using confident learning [23], we identify label errors in test sets at scale, and
validate these label errors through human evaluation, estimating over five million (10%) errors in one
dataset. Figure 1 shows examples of validated label errors.

'To view the mislabeled examples across ten benchmark datasets, go to: https://labelerrors.com.
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